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ABSTRACT

In recent years, augmented reality (AR) has drawn significant at-

tention in the automotive industry and shown great potential for

a variety of driver-assistance applications. Tracking the driver’s

head is vital to seamlessly merge the AR content in the driver’s

view but still remains an open problem. Specifically, most existing

in-vehicle AR solutions rely on cameras for head tracking, which

suffer from low sampling rate, weak performance at night, and even

high computation costs. Wearing a dedicated headset, on the other

hand, is intrusive and inconvenient for daily driving.

To overcome these limitations, we propose ViHOT, a novel wire-

less CSI-based predictive & device-free head tracking system for

in-vehicle use. Given that drivers usually mount phones on the

dashboard for navigation, ViHOT leverages the CSI of the phone’s

WiFi signal to track the driver’s head, with a light-weight design

suited for real-time driving assistance. Thanks to the high WiFi

frame rate, ViHOT achieves more than 10× sampling rate over

conventional camera-based approaches and thus eliminates mo-

tion blur. Moreover, ViHOT’s novel tracking algorithm accurately

translates CSI phase readings to head orientations (merely 4◦–10◦

median error) without relying on any head-mounted device.
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1 INTRODUCTION

Recent years have witnessed an increasing interest in head track-

ing technologies, which are the foundations of augmented reality

(AR) systems, and an explosive growth of AR development in both

automotive and consumer electronics industries. For instance, the

automotive AR-related market is projected to grow steadily at a

compound annual rate of 30% to reach a market size of $8 billion

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

CoNEXT ’18, December 4–7, 2018, Heraklion, Greece

© 2018 Association for Computing Machinery.
ACM ISBN 978-1-4503-6080-7/18/12. . . $15.00
https://doi.org/10.1145/3281411.3281414

Figure 1: WiFi CSI and the driver’s head orientation are

strongly correlated at a certain head position.

by 2025 [31]. AR-enabled car windshields are emerging, and head-

up displays (HUD) from Continental become an important part of

the Human-Machine-Interface of the Audi, BMW, and Mercedes-

Benz [8]. The AR technology augments the physical world, e.g.,

critical road lanes, traffic signs, other cars and pedestrians in the dri-

ver’s head direction with virtual tags, notifications or alarms in real

time, providing a safe and pleasant driving experience. Despite the

success in each individual area of head tracking and in-vehicle AR,

the problem of in-vehicle head tracking remains largely unexplored.

In-vehicle head tracking has also shown great potential in a

variety of advanced driver-assistance systems (ADAS). At a corner-

side of night time, the car’s headlight can follow driver’s head

orientation before making a sharp turn to avoid blind spots. It

also enables inspection of the side mirror and no fatigue/distracted

driving. Furthermore, at an intersection, head turning crowdsourced

from drivers can help teach self-driving cars which direction to pay

more attention to.

Existing head-tracking systems still suffer from several limita-

tions that hinder their practical in-vehicle use. Generally, they are

either camera-based or wearable solutions. For camera-based solu-

tions, their low frame-rate and the resulting motion blur prevents

smooth tracking. Besides, the brightness in a car cabin varies greatly

with driving scenarios. Unfortunately, the frame quality of a typical

camera drops significantly in the dark, while the infra-red cameras

like those on the Kinect cannot function well in bright sunlight [41].

High-end cameras and their image processing may mitigate the

above problems, but they incur higher financial cost, computational

latency, and energy consumption. On the other hand, the wearable

solutions [14, 15, 21] require the driver to wear an intrusive and

inconvenient headset, which is also unsafe in a vehicle with airbags.

Meanwhile, the IMU sensors in the headset are interfered by the

vehicle steering [7] and unable to isolate the driver’s head motions.

To overcome the limitation of existing solutions, can we accurately

track the driver’s head using a light-weight & device-free system with

a high sampling rate?
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In this paper, we present ViHOT, a device-free Head Orientation

Tracking system customized for in-vehicle scenarios. Given the

facts that many people drive with their phones on the dashboard

for navigation and that modern cars start to incorporate built-in

WiFi while adding aftermarket WiFi to an older car is cheap [5],

our solution leverages the in-vehicle WiFi links, and tracks the

driver’s head based on the WiFi signals reflected from her/his head.

Specifically, ViHOT leverages the phase of wireless CSI (Channel

State Information) collected from the in-vehicle WiFi links to ac-

curately track the driver’s head (Fig. 1 shows an example of the

CSI-orientation relation). It first collects a CSI profile that contains

the relation between the head pose (position & orientation) and

CSI phase, then matches the run-time CSI reading with the pro-

file to obtain current head pose. This way, ViHOT’s performance is

not limited by the light condition, the driver has no need to wear a

headset, and the high WiFi frame rate ensures a high sampling rate

that makes ViHOT ideal for vehicular applications requiring smooth

tracking without motion blur.

The realization of ViHOT faces several unique challenges:

(i) CSI phase is determined by not only the head orientation, but

also the head position: After a driver slightly shifts her/his head

position, a different CSI phase will be observed under the same

head orientation, thus we cannot simply map current CSI phase

to an estimated head orientation following a fixed CSI-orientation

relation like in Fig. 1.

Tomeet this challenge, ViHOTfirst employs a position-orientation

joint profiling mechanism (Sec. 3.3) which can quickly build a CSI

profile of the CSI-orientation relation at a wide range of head posi-

tions. To achieve fast and flexible profiling, we let the driver turn

her/his head continuously at each of the different head positions,

while the ground truths of head position & orientation can be col-

lected in real time using either headsets or camera on the phone.

ViHOT then employs a position-orientation joint tracker (Sec. 3.4)

in the run-time, which first estimates the rough head position based

on the stable CSI phase before the head turning, and then translates

the subsequent phase readings to the orientations according to the

CSI-orientation relation at that particular position. The complex

in-vehicle signal reflection may lead to the same CSI phase value at

different head orientations, making direct CSI-orientation mapping

difficult. To uniquely find the present orientation, ViHOT uses both

the current and historical CSIs to form a short time-series and

then searches for the unique best match of this series in the CSI

profile, while applying Dynamic Time Warping (DTW) to cope

with different head-turning speeds.

(ii) The strong phase noise in the CSI measurement from the com-

modity WiFi hardware: The measured CSI phase contains an un-

known phase offset caused by the Carrier Frequency Offset (CFO)

and Sampling FrequencyOffset (SFO) ofWiFi hardware [47]. ViHOT

handles this challenge by leveraging the multiple antennas of the

commodity WiFi device. Since the CSI measurements from differ-

ent receiving antennas suffer from the same CFO and SFO [38], we

compute the CSI phase difference between two receiving antennas

to cancel the CFO and SFO noises (Sec. 3.2).

(iii) Various sources of CSI distortions in the cabin besides the

driver’s head motions: Interference like the passengers’ motions and

the driver’s hand motion when steering the car further complicates

the relation between the driver’s head pose and CSI phase.

ViHOT handles the CSI polluted by various motions from mul-

tiple aspects: First, it leverages the multiple antennas on the com-

modity WiFi device to suppress the motion interference from the

passenger side while retaining the CSI fluctuation caused by the

driver’s head motions (Sec. 3.5). Second, it leverages the phone’s

IMU sensors to distinguish the phase variations caused by the large-

scale hand steering motion and can fall back to backup solutions

like camera-based tracking when CSI is severely polluted (Sec. 3.6).

ViHOT is prototyped on a Dell laptop with Intel 5300 WiFi NIC

which uses the 802.11n CSI tool [16] to obtain the raw CSI, while

our phone-side implementation runs on commodity Android smart-

phones (Sec. 4). We evaluate the performance of our prototype

under various scenarios by varying drivers, passengers, road condi-

tions, and WiFi interference conditions. Our experimental results

(Sec. 5) demonstrate a low error of 4◦–10◦ in terms of median

orientation angle estimation, and 400Hz of the sampling rate for

head orientation tracking, which is more than 10× conventional

camera-based approaches. Furthermore, we observe that ViHOT

works reliably under the interfering motions from passengers and

hand steering. Our experiment also reveals ViHOT’s robustness

over a long time between profiling and run-time, which ensures in-

frequent re-profiling and low maintenance costs. The related works

are discussed in Sec. 6, and the paper concludes in Sec. 8.

To our knowledge, ViHOT is the first CSI-based driver head

tracking system, with the following contributions:

• Design of ViHOT, a light-weight device-free head tracking sys-

tem for the in-vehicle scenario, laying a foundation for various

in-vehicle AR and ADAS applications.

• Identifying and resolving the unique challenges of realizing CSI-

based driver head tracking, including the CSI’s sensitivity to the

head position and the interference of various motions in the cabin.

• ViHOT is compatible with the commodity WiFi hardware. Our

concept of CSI-based head tracking can also be used for dedicated

hardware to support more challenging scenarios like tracking the

pilot’s head in an airplane cockpit.

2 BACKGROUND AND MOTIVATION

2.1 Limitation of Existing Solutions

Head tracking has been a hot research topic for years (Sec. 6). In-

vehicle head tracking, however, remains largely unexplored, and

existing solutions fail to handle this important use-case.

On one hand, the headset-based solutions require the driver

to wear a headset throughout an entire trip, which is intrusive

and inconvenient. Furthermore, despite their popularity for indoor

VR/AR applications [14, 15, 21], headsets are unsafe during driving

as they can be hazardous if the airbag pops out.

On the other hand, the device-free solutions typically use cam-

eras for head tracking. These solutions suffer from low sampling

rate and motion blur due to the limitation of rolling-shutter cam-

eras [58], thus failing to track head turning smoothly. For instance,

if the driver quickly turns head, camera-based solutions (e.g., the

popular FaceRig App [9]) may temporarily lose track of the head.

Although the slow-motion cameras incur less motion blur, their

wide deployment is still hindered by the high device cost and the

heavy processing overhead due to high video frame rates. Moreover,

typical cameras perform poorly in the nighttime while the infrared

113



Wireless CSI-Based Head Tracking in the Driver Seat CoNEXT ’18, December 4–7, 2018, Heraklion, Greece

-100

-60

-20

 20

 60

 100

 0  4  8  12  16R
ot

at
io

n 
D

eg
re

e 
(d

eg
.)

Time (s)

Yaw Pitch Roll

Figure 2: The driver’s head typically turns within 2D hori-

zontal plane (headset, merely for ground-truth collection, is

not necessary when ViHOT is running).

cameras cost much more. Finally, the camera-based solutions re-

quire complicated image processing algorithms that are unsuitable

for real-time ADAS applications.

2.2 Why WiFi for Head Tracking?

To overcome the limitation of existing head tracking solutions in

ADAS, we propose WiFi CSI-based head tracking based on the

following two critical observations. First, it is a common practice

to mount the smartphones on the dashboard for navigation and

hands-free phone control, and almost every phone nowadays has

a WiFi interface. Second, most new cars come with built-in WiFi,

and it is also cheap to add portable WiFi devices on an old car.

Inspired by these two practical observations, we propose to track

the driver’s head orientation based on the CSI of the WiFi link

between the smartphone on the dashboard and the car’s WiFi re-

ceiver. Such a CSI-based solution is preferable to existing camera-

or headset-based approaches for the following reasons. First, it is

device(headset)-free, readily deployable, and also minimizes safety

risk and inconvenience. Second, it can support a more than 10× sam-

pling rate over a typical camera thanks to the high WiFi frame rate,

and the 2.4GHzWiFi carrier frequency ensures a very small Doppler

frequency shift under the human head rotation speed. Therefore,

our CSI-based solution is free from the motion blur, unlike the

camera-based solutions. Finally, CSI-based head tracking runs a

simple matching algorithm, and thus renders an ideal solution for

real-time ADAS.

Note that our algorithm is general enough to be extended to

other emerging wireless techniques like 60GHz sensing [28, 54, 57],

despite its unavailability on existing commodity smartphones for

our prototyping at this time.

2.3 Understanding Head Turning & CSI

First, we focus on the head turning rather than eye movement in

this paper, as existing measurement studies [24, 44] have shown

that the vehicle steering is strongly correlated with the driver’s

head turning, while the driver’s eyes mostly stay close to the head

axis (< 5◦) and the eye movements have very weak correlation

with the vehicle steering. Although the human head can turn to

various orientations in the 3D space, a driver usually turns her/his

head horizontally since most roads are flat. To validate this, we asked

a volunteer driver to wear a VR headset reversely on the back of

his head (a detailed setup in Sec. 5) and turn his head repeatedly

to check the roadside objects on both sides. The IMU sensor in

the headset measure the driver’s head-turning angle against the

3 different axes as shown in Fig. 2. The results in the same figure
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Figure 3: CSI phase vs. head orientation (colors indicate dif-

ferent rounds).

confirm that the head turns mostly in the horizontal plane with

only small projections on the other two planes. Therefore, we focus

on the 2D head rotation. Our solution can also extend to 3D cases

like in the aircraft cockpit, which is beyond the scope of this paper.

In the same experiment, we also simultaneously recorded the

resultant WiFi CSI phase during the periodic head turning (more

detailed experiment setup in Sec. 4). Before introducing the results,

we first define the head position i and head orientation θ : the head
position i is the relative position of the driver’s head center w.r.t.

the WiFi transmitter (the phone), while the head orientation θ is

the angle between the direction where the driver faces and the

direction from the car’s back to the front, as shown in Fig. 3(a). Our

results in Fig. 3(b) illustrate that the relation between the CSI phase

and head orientation depends not only on the head orientation

but also on the head position. Although the driver’s head position

typically does not vary much during a trip, the CSI is sensitive to

slight head position and turning trajectory variations, leading to a

set of parallel curves in Fig. 3(b).

To perform head tracking, we first build a CSI profile by recording

the set of CSI-orientation curves as shown in Fig. 3(b) and label each

curve with its corresponding head position. Then in the run-time,

our head tracking algorithm can estimate the head position first

thus locate the curve corresponding to current head position from

the parallel curves in Fig. 3 (Sec. 3.4.1), then translate current CSI

reading to the head orientation based on that CSI-orientation curve

(Sec. 3.4.2).

Although the CSI phase varies continuously with the horizontal

head rotation in Fig. 3(b) at a certain head position, the same phase

value can be observed at different head orientations, even within

a single head-turning round. In other words, the mapping from

head orientation to phase is a non-injective function, and thus the

inverse mapping from phase to head orientation does not return a

unique output, which is unacceptable for head tracking applications.

Therefore, our design must be able to uniquely determine the head

orientation even if a current CSI phase reading can be observed at

different head orientations in the CSI profile (Sec. 3.4.3).

3 VIHOT DESIGN

In this section, we introduce the design details of ViHOT system.

Fig. 4 outlines ViHOT’s workflow that involves two devices: a

smartphone mounted in front of the driver with an HUD-style

phone holder and another WiFi receiver on the car (a laptop in our

prototype). ViHOT operates in two stages: profiling and run-time.

In the profiling stage, it employs a position-orientation joint profiling

mechanism to build the CSI profile of a driver, which collects (i) the
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Figure 4: ViHOT system architecture.

ground-truth head position and orientation using the phone’s front

camera1 and (ii) the coinciding WiFi CSI reading. The profiling can

be done quickly (within 100 seconds in our prototype) as our design

allows real-time data collection during head rotation. Such profiling

only needs to be done infrequently as ViHOT can tolerate a long

time gap between profiling and run-time tests (Sec. 5.2.4). Then in

the run-time, ViHOT uses a position-orientation joint tracker to map

current CSI phase reading to the head position and orientation.

3.1 WiFi CSI Model in the Cabin

WiFi sends data over multiple OFDM subcarriers. Let Xf (t) denote
the symbol transmitted over subcarrier f at time t , andYf (t) denote
the corresponding received symbol. We have Yf (t) = Hf (t) · Xf (t),

where the complex-valued factor Hf (t) = Af (t)e
jϕf (t ) is the CSI of

subcarrier f at time t with its amplitude Af (t) characterizing the
channel’s attenuation, and phase ϕf (t) characterizing the phase

distortion.

In a car cabin, the WiFi signal reflects on the driver’s head and

other interior objects, so there are multiple signal paths between

the WiFi sender and receiver, and then we have:

Hf (t) =
K∑

k=1

Ak
f
(t)e

jϕk
f
(t )
=

K∑

k=1

Ak
f
(t)e

j2π
dk (t )

λf , (1)

where K denotes the total number of paths, Ak
f
(t) is the signal

attenuation, dk (t) is the length of propagation path k , and λf is the

WiFi signal wavelength on channel f .
As in Fig. 4, the driver’s head motion changes the length dk∗ of

a reflection path k∗ from the driver’s head, thus the phase ϕf (t)
changes along with the head orientation θ (t) and head position

i . Similarly, the motion of the driver body and passengers also

cause CSI phase change, which is essentially the interference for

the driver head tracking. Sec. 3.6 details how ViHOT handles such

interference. Since other car interior objects are stationary2 with no

1 Note that the camera is used only for the profiling, and is turned off during run-time.
Our prototype uses a headset with IMU sensors to obtain the ground truth of head
position and orientation for the evaluation purpose.
2In practice, there are many micro-motions and vibrations in the car cabin, but our
measurements in Sec. 5.3.1 demonstrate that they only cause tiny CSI phase variations
and do not affect ViHOT’s performance. They can be even metal objects and lead to
strong reflection.

relative movement w.r.t. the WiFi sender and receiver, the signals

reflected on them do not contribute to the CSI phase variations.

In summary, the head position i and orientation θ (t) jointly
determine the reflection path lengthdk∗ (t) and finally the CSI phase
ϕf (t), while the target of ViHOT is to estimate i and θ (t) based on

the observed ϕf (t).

3.2 Removing the CFO & SFO Noise in CSI

Due to the imperfection of commercial hardware, there is a carrier

frequency offset (CFO) between the WiFi sender and receiver, caus-

ing an unknown phase offset β(t) [47]. The sender and receiver

also have different A/D sampling clocks [39], and this sampling fre-

quency offset (SFO) causes a time lag Δt and a phase error 2π
f
N Δt

that increases linearly with the subcarrier index f . The CFO and

SFO jointly cause a noisy CSI phase measurement ϕ̂f (t):

ϕ̂f (t) = ϕf (t) + 2π
f

N
Δt + β(t) + Zf , (2)

where Zf is the measurement (e.g., thermal) noise.

To remove the phase noise caused by CFO and SFO, we leverage

the multiple antennas on the WiFi receiver. Most WiFi devices

nowadays support 802.11n/ac, and come with at least two antennas.

When receiving packets, these antennas share the same oscillator

and sampling clock, thus suffering from exactly the same CFO and

SFO w.r.t. the single-antenna sender (the phone). In other words,

the phase measured on RX antennas 1 and 2 (denoted as ϕ̂1
f
(t) and

ϕ̂2
f
(t)) share the same β(t) and Δt , thus the noises caused by both

CFO and SFO can be removed by computing the difference between

the two antennas’ noisy phase measurements, i.e.,

ϕ̂1
f
(t) − ϕ̂2

f
(t) = ϕ1

f
(t) − ϕ2

f
(t) + (Z 1

f
− Z 2

f
). (3)

To further reduce the measurement noise Z 1
f
− Z 2

f
, we compute

the average phase difference ϕ(t) across all K WiFi subcarriers as

ϕ(t) = 1
K

∑K
f =1

(
ϕ1
f
(t) − ϕ2

f
(t)

)
.

As a result, ViHOT utilizes the phase difference ϕ(t) between
the two RX antennas for head tracking. For simplicity, we still use

“phase” to denote ϕ(t) for the rest of this paper.

3.3 Position-Orientation Joint Profiling

Before running head tracking, ViHOT needs a CSI profile of the

driver that associates theWiFi CSI with the driver’s head position &

orientation. Although the objects in the cabin are mostly stationary,

if some objects move (like the driver seat adjustment), the CSI

profile needs to be updated. As a result, our design calls for a quick

CSI profiling with low time overhead. To that end, ViHOT employs

a position-orientation joint profiling mechanism that enables a

quick and easy profiling process within 100 seconds. Instead of

collecting the CSI fingerprint at a discrete set of head positions &

orientations as in existing studies, ViHOT obtains the ground truth

head orientation & position in real time using wearable headsets,

and then labels them with the CSI measured at the same moment.

Therefore, the driver can perform the profiling by simply turning

her/his head in the horizontal plane to scan through all possible

orientations at a certain head position, and then repeating that at

different possible positions by leaning head forward/backward.

During the profiling process, the phone keeps streaming tiny

packets to the WiFi receiver on the car that extracts CSI phase
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Figure 5: Position-orientation joint profiling.

ϕ∗c (τ ) from each packet received at time τ (For clarity, we use τ
for the time index of profiling data and t for the time index at run-

time). Meanwhile, the driver turns head from the anatomic leftmost

head orientation to the rightmost at a certain head position i and
the instant head orientation θ∗c (τ ) is measured by the phone based

on its front camera3 in real time. It is worth noting that the head

rotation in the CSI profiling stage can be made slow intentionally

to guarantee the accuracy of the camera-based head tracking. In

the run-time, we use the WiFi CSI phase to estimate the head

orientation & position based on the collected CSI profile P, and the

head rotation can be much faster than the profiling stage as WiFi

sensing has a high sampling rate.

This way, we obtain a time-series of CSI measurements Φ∗c =
{ϕ∗c (τ )} and another time-series of head orientations Θ∗

c = {θ∗c (τ )}.
By labeling each CSI measurement with the corresponding head

orientation sharing the same timestamp τ , we get a profile set

Ci = {Φ∗c ,Θ
∗
c } that contains a seamless CSI-to-orientation mapping

at a head position i .
In typical driving, head turns at different time have slightly

different head positions and turning trajectories, and the relation

between CSI phase and head orientation also varies slightly as

shown in Fig. 3. ViHOT addresses this problem by letting the driver

repeat the above profiling process for different head positions4 as

illustrated in Fig. 5. This way, we finally obtain a driver’s CSI profile

P = {C1,C2, . . . ,Ci , . . .} that covers a wide range of possible head

positions and orientations. Meanwhile, for head position i , we also
record the CSI phase before the head rotation (when the head is

at center with 0◦ head orientation) which is denoted as ϕ0c (i) and
later used as the fingerprint of head position i in Sec. 3.4. Since the

CSI profile P is from a discrete set of head positions & orientations,

the run-time head position/orientation to estimate can be drawn

from P, i.e., picking the one in P with the closest CSI features

(Sec. 3.4.3).

Intuitively, if the CSI profile P contains more head positions, the

system tends to be more robust. In other words, there is a trade-

off between the profiling overhead and system robustness. From

our evaluation (Sec. 5), we found that 10 different head positions

measured within 100 seconds can already provide a high accuracy

in typical driving scenarios. ViHOT also allows to keep updating a

3In order to show the full potential of the CSI-based head tracking, our evaluation still
uses a headset to provide the ground truth of the head position & orientation.
4Our CSI profiling does not include the abnormal poses like head tilting. Such poses
are rare during driving and last only for a short time, ViHOT handles these temporary
poses with the algorithm in Sec. 3.4.3.

driver’s CSI profile by adding new traces after each trip so that the

system performance can be timely improved after each use.

3.4 Position-Orientation Joint Tracking

Given the driver’s CSI profile P, we can run ViHOT head track-

ing based on the instantaneous CSI phase reading ϕr (t). The CSI
phase is estimated based on the WiFi packets from the smart-

phone to the vehicle’s built-in WiFi. To guarantee a fine-grained

phase measurement, when the application data is insufficient to

sustain a continuous WiFi packet stream, dummy packets will be

inserted/transmitted to maintain a small packet interval. ViHOT

adopts a two-level design for head tracking: it first estimates the

driver’s current head position i based on ϕr (t) and CSI profile P,

and then estimates the driver’s head orientation based on ϕr (t)
and the profiled mapping Ci ∈ P corresponding to current head

position i .

3.4.1 Estimating driver head position based on CSI. Since the CSI

phase depends on both the driver head position and orientation,

at a first glance, it is difficult to uniquely identify the driver head

position based on CSI phase when the head orientation is unknown.

However, ViHOT can still realize that thanks to a unique and rea-

sonable feature of the real-world driving scenario — drivers have to

always focus on the road in the front for safety, and they will never

keep the neck twisted for a long time for comfort. In other words, if

current CSI phase measurement is stable, we know the driver is facing

the front with 0◦ head orientation at this time. We denote the CSI

measurement at this time as ϕ0r .
Based on this unique feature, ViHOT estimates the driver head

position by comparing the run-time phase ϕ0r measured under the

0◦ head orientation with the phase ϕ0c (i) corresponding to head

orientation i and the same 0◦ orientation in the CSI profile. Finally,

the head position estimation i∗ will be the one with the closest

profiled phase to ϕ0r :

i∗ = argmin
i

��ϕ0c (i) − ϕ0r
��. (4)

3.4.2 Estimating driver head orientation based on CSI & head po-

sition. Given current head position estimation i∗, we can then es-

timate the head orientation based on the CSI profile Ci∗ ∈ P,

which is essentially the CSI-orientation relation at head position

i∗. Ci∗ contains a pair of time series: the WiFi CSI samples Φ∗c =
{ϕ∗c (τ ) : τ ∈ [τS ,τE ]} and the corresponding head orientations

Θ∗
c = {θ∗c (t) : t ∈ [τS ,τE ]}, where τS is the starting time of the pro-

filing stage and τE is its ending time. Given this CSI profile Ci = {Φ∗c ,
Θ∗
c } and current CSI phase reading ϕr (t), one may assume that we

immediately get a mapping function R(·) for

θ∗c = R(ϕ∗c ), (5)

Then the current head orientation θr (t) can be directly estimated

by mapping the current CSI phase ϕr (t) to θ̂r (t) = R(ϕr (t)). Un-
fortunately, our measurements reveal that R(·) is not a one-to-one

mapping (Fig. 3). Although a particular head orientation θ1r leads to

a unique CSI phase measurement ϕr , another θ
2
r � θ

1
r may result

in the same ϕr , rendering the aforementioned idea inapplicable.

3.4.3 Overview: Series Matching Algorithm. To address the above

problem, we design a light-weight series-matching algorithm that

estimates the instantaneous head orientation θr (t), taking into

account not only the current CSI phase reading ϕr (t), but also the
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